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ANALYSIS OF BEHAVINOR OF CHEMICAL MOLECULES:
RULE FORMATIOM ON NON-HOMOGENEOUS CLASSES OF 0BJERTS *

“ruce G, Buchanan
N.S. Sridharan

Abstract:

An information processing model of some Important aspects of inductive
reasoning !s presented within the context of one sclentific discipline.
Given a collection of experimental (mass spectrometry) data from
several chemical molecules the computer program descrihed here
separates the molecules into '"well=henaved" subclasses and selects

from the space of all explanatory processes the "characteristic"
processes for each subclass. The definitions of "well-hehaved" and
"characteristic" embody several heuristics which are discussed, Sone
results of the program are discussed which have been useful to chemists
and which lend credibility to this apprnach.

*This research was supported hy the Advanced Research Projects
Agency (SD-183) and the National Institutes nf Yealth (RR=-612).
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INTRODUCTION

Iinduction In sclence has been understood to encompass many different

levels of tasks, from theory constructlion as performed hy Einstelin to

evervday non-deductive Inferences as made by sclientists looking for
explanations of routine data. For the most part, It Is not well
Aefined however one understands It (a notahle exception bheing
statistical Inference). Althourh general statements can he made ahout
non-deductive Inference, It Is unlikely that there exlsts one neneral
"Inductive method" that ~uldes sclentiflic Inference at all levels,

Nor Aoes It seem likely that a method of sclentiflc Inference at any
one level can succeed without recourse to task=-speciflic Informatlion,
that Is, Information specliflic to the particular sclence, Within

these assumptions we are explorine an Informatinn processing model of

sclentific Inference In one Alsclipline,

A unifyineg theme In our exploratinns Is that Induction Is effliclient
selection from the domain of all possihle answers. Previous papers

on the Heurlistlc NFNDRAL Program (1) have advanced thls theme with
respect to hypothesls formation In routine scientiflic worlk, Recently,
we have heen explorineg this theme with respect to the hiecher-order

task of finding general rules to explalin large collectlons of data (2).
This paper extends the previou:s work to the task of finding rules for
subciasses of ohjects, given emplirical data for the ohjects bhut

without prior knowledge of the numbher of subclasses or the features

that characterlize them.
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THE TASK ARFA

For reasons discussed previously (2), the task area Is mass spectrometry,
a hranch of organic chemistry. The rule formation task Is to find

rules that characterlize the hehavior of classes of molecules In the

mass spectrometer, given the mass spectrometric data from several

known molecules.

The chemical structure of each molecule Is known. The data for each
molecule are a) the masses of varlous molecular fragments produced from
the electron homhardment of the molecule In the Instrument and h) the
relative abundances o0f fragments at each mass. The data for each
molecule are arranged In a fragment-mrss tahle (FMT), or mass spectrum.,
Typlically, there are 50-100 data ooints in one FMT, The task Is to

characterize the experimental hekavior of the whole =la~s of molecules,

Pules which characterize the hehavior of the molecules are represented
as conditional sentances In our systev, The antecedent of a simple
conditlonal rule Is a predicate which is true or false of a molecule
(or class of molecules); the consequent is a description ¢f a mass
spectrometric 2ction (henceforth "process") which Is thought to occur
when that molecule Is In the experimental context. We have vrerimed
these rules "sltuation-action rules" (or "S=A rules"). The rule

syntax has heen descrihed previously (3) and Is not critical to an

understanding of the rresent paper.




An example of a rule, rewrlitten in English, Is: '"IF the graph of the
molecule contalns the estroren skeleton, THEM hreal the bonds hetween
nodes laheled 1%-17 and 14-15." This process (the consequent of this
rule) Is named KRKINL In Tahle I, The rraph of the estrorgen skeleton
mentloned In the antecedent Is shown with tke conventional node

numharing in Figure 3,

T2 rules wlll he used In the Heurlstic DFNDRAL performance program
to Aetermine the structure of compounds, reasoning from the mass
epectrometric data of each. They are also of use to chemists

interested In extending the theory of mass spectrometry,

NOYERYVIEW OF METHOD

The rule formatlon progsram contalns three major suh-programs, which
are Adescribed helow under the headinegs Data Interpretation, Process
Selectlon, and Molecule Selection, The control structure for the

overall program s descrihed after the discusslons of the three

major suh=programs, A brlaf overview of the whole program will he

~lven first, however, In order to set the context.

The purnose of the program Is to find the characterictic processes
which Adetermine separable subclasses of molecules given the experimental
‘ata and molecular structure of each molecule. The overall flow of

the program, as Adescrlbed helow, is shown In Fleure 1, The three

major steps are to relnterpret the experimental data as molecular




Processes, flnd the “haracteristic nro.esses for the glven molecules,
and select the set of molecules that are "well-hehaved" with regard

to the characteristic processes, The relnterpretation of the data Is
done once for each molecule In the whole set, and the results are
summarized nnce., The second and thlrd suh-programs are called
successlvely untll they Isnlate a well-hehaved subhclass of molecules
and determine the processes which characterlze thelr bhehavicr. The
monitor then subtracts the well-hehaved suhclass from the starting
class of molecules, and repeats the successlve calls to the second and
third subprograms. The whole program stops when there are N or fewer

molecules not yet In some well-hehaved subclass. (For now, N=3,)

The data Interpretation program has heen descrihed previously with
some aspects of the process selectlon program (3)., The molecule
selectlon proesram and class refinement loop in the control sequence

are new additlons,

DATA INTERPRETATION

As mentloned ahove, the nurpnse of the data Interpretation and summary
program (INTSUM) [s to reinterpret the experimentally determined data,
the FMT, for each molecule and surmarlze the results. Because the
prosram has heen descrlihed previously (3), detalls will be omltted
here, It should he noted that the successful application of thls

program to a suh-class of estrogens has already bheen reported In the

chemlcal 1l1terature (4), The INTSUM program Is general In that It




wlll work on FMT's for any class of molecules with a common skeletal
zraph and 1t Is flexlhle In that the knowledre used hy the prorram lIs
easlly changed and there are numerous ontlons controllling the operatlion

of the prorram,

The INTSUM program Is called with the Initial set of molecules and
thelir FMT's, It Is also glven the graph structure of the skeleton
common to all molecules In the Inltlal set, Ths flrst step Is to
search the space of all possihle processes which could explaln data
points In the FMT of any molecule with the glven skeleton., The space
of explanatory processes Is comhinatorlal; simple processes that cut
the graph Into two fragments are generated first, followed by palrs
of simple processes, triples, and so on., The heurlstics listed below

constraln the search:

Simplliclty (Occam's Razor)

1f two or more processes explaln the same Adata polnt, prefer the

simpler one, l.e., the process Involving fewer simple steps.

{ Chemlcal Constraints

(a) Break no more than NB honds In any process, whether simple or

multl-step (NB=5 In our current verslon); (b) Do not allow any process

to hreak two bonds to the same carbon atom: (c) Do not allow a frasment

to contain fewer than NA atoms (NA=5 currently); (d) Do not allow any

S
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process to contain more than MP simple processes (NP=2 currently); (e)

Rreak only single honds (no double or triple honrds),

The heurlistlc search produces a 1lst of plausihle processes without
reference to the data. The second step of the INTSUM program Is to
determine for eath nroce s and each FMT whether there Is evidence for

the process In the FMT, (f so, then that process can explaln the data
point and the strength of the avidence Is saved, The final step Is

to cummarize for each process and all molecules the frequency, total
strength of evider:2 and numher of alternative explanations. (Frequency
for a nlven process Is the percentage of all molecules that have evlidence
for the process,) These statistlics are passed to the process

selectlon program,

PROCFESS SFLECTION

The process selectlon program chooses the most characteristic processes
for the glven class of molecules from the list of a prior! plausihle
processes that are output by the INTSUM program, It assumes that the
molecules glven to It are all In one well-hehaved class., Thus, It can
merely fillter the list of processes to find those which satisfy the

criverla for characterlistic processes,

A process mentioned In a rule statement must satisfy several criteria

In order to he counted as a characteristic process for the molecules

under consideratlon, The INTSUM program provides a summary of




statistics for the plausihble processes It has chosen from the =nace of
all processes., The process selnctlion procram applles heurlstlic
criterta to sort out the most 1lkely processes and to Alstinguish
amons alternative explanations, when alternatives remaln. It uses

the Information from the Adata for fllterinz, In contrast to the a
priori filtering In the INTSUM prosram. For exarple, an a prlorl
simplicity criterion fllters out processes that hreak tno many hkonds,
The criteria for "most 1lkely processes'" -- frequency, strength of
evidence, and degree of unlqueness -- are discussed helow. To a larege
extent the cholce of these criteria and particularly the cholce of
parameter settings are arhitrary. Howe er, the following discusslion

provides some rationale for our cholces.

Frequency

If nature presented clear and unamblruous data to us we could expect

all and only characteristic processes for a class of molecules to

occur 100% of the time, This Is what we wauld llke to mean hy

'characteristic' process. HYowever, the data contaln nolse and, more

Importantly, we are forced to interpret the Adata In terms of processes
that we construct. Thus, In the lliterature one finds discuscsions of
exceptions to rules tongether with presentation of the ruies. A low
frequency threshold (60%) Is used as a criterlon for plausihle process
Instead of a high one bhecause the marginal processes which are Included
at one steo can be excluded at a later refinement step If they prove

to he uncharacteristic of a class of molecules.




Strength of Evidence

The program conslders the strength of evidence found for each process,
heslides the frequency of molecules that show the process. Assoclated
with each fragment mass In the excerimental data Is a measure of the
percent of total lons (or lon current) contrihuted hy fragments of
that mass. (The evidence from mass spectrometry Is not merely binary,
l.e., yes/no, although we have considered It that way In the past.)
The total lon current for any molecule can be visuallzed as the sum of
all y-values In a har graph In which the x~values represent frasment
masses., The strength of evidence for a process, then, Is the percent
of the total of all lon currents (for all molecules) that can he
explained hy the process. The present alue of thls parameter Is
0.005, 1.e., 0.5% of the data must he explalned hy any process that

will he sald to he characteristic of the glven molecules,.

There may he much Information In the weaker data polnts, hut unti) we
can Interpret the strong slgnals, we do not want to sta. t looking
critically at the weak ones., This Is why we have a streneth of

evidence threshold (although In our trlals we have kept It falrly low),

NDegree of Unlqueness

The program will discard processes that cannot uniquely explaln at

lrast n Aata prints for each molecule, The ratlonale hehind thls

criterlon 1s that processes that are always (or often) redundant with




other processes have no explanatory power of thelr own. In splte of
the Intultive appeal of this criterion, It was not used for the trlals
reported here In which molecule selection |s coupled with process

selection, For process selectlion alone, It Is a useful filter,

These three criteria "llter the processes to provlde the characteristlc
processes for the mo'ecules glven to the prosram, However, the
processes may stlll averlap In the data polnts that they explain., |If
two (or more) processes are amhleuous, l.e,, they explain most of the
same data polnts, the program tries to resolve the amblpgulty In favor
of a single explanation. This Is not easy, for the competling
explanatlions have all passed the tests for "most 1lkel, nrocesses"

just discussed. Thus, they all appear £ood enough to be ri1les on thelr

owvn,

The resolutlon of amhligulitles among processes Is made accordlng to

relative values of the criteria used to Judpge them 1lkely In the

first place, That Is, the values of frequency, strencth of evldence
and degree of unlqueness are compared - In any order -~ to determlne

which process 1Is preferred, 1f any,.

MOLECULE SELECTION

Molecule selectlon, by Itsel?, !s a simple program whose purpose Is to

flnd a subclass of molecules that are "well-hehaved" wlth respect to

a set of norocesses. Its Inputs are (a) a class of molecules and (h)




a set of processes that are characteristic of those molecules (output

of the process selection program just descri%ed).

The processes that are chosen as roushly characteristic of a class of
molecules are used by the molecule selection program to refine the
extension of the class. Several processes will each have a few
excentions - the numher permitted depending on the frequency threshold
used hy the program, S8ut If the same molecules appear as exceptlons
over and ove arain (for several nrocesses) then they probhably do not
belong in the same suhclass with the molecules whose hehavicr is

characterlized hy those processes.,

A molecule Is szid to he well=-Sehavad with respect to a set of
processes (cr well-hehaved) 1f It shows evidence for at least MP of
the processes. The current value of MP |s 85% of the numher of
processes In the set., Currently thlis Is the only criterion used to
ldentify memhers of the suhclass, although other features of the
molecules could also he used for clustering., Ffor example, the
structural features of chemical molecules could also help classify
malecules which "belong" toge*her. The reason descriptive features
such as these are not used during molecule selection Is that they
constitute a good check (hy chemists) on the adequacy of the results

of the molecule ceparation procedure.

CONTROL STRUCTURE OF THE RULE FORMATION MNN|TOR

The averall flow of concrol has heen hriefly descrihed and dlagrammes

10
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in Hipure 1, and the three major components of the whole program have
heen Alscussed, The Interaction hetween process selectlion and molecule
selection Is the last Important Aetall ir the description of the
program, It Is shown schematically In Flgure 2 ard selected portlons

of Intermediate output are shown In Tahle 11,

After the INTSUM program Interprets and summarlzes the data for a set
of molecules, the process selectlon program ls asked to find a set of
processes that characterlize those molecules, However, processc
selection starts with the assumptlion that the molecules should be

cheracterized all together, I.e., that the molecules are homoreneous,

or helong In one class with respect to mass spectrometry. The purpnse
of the rule formation monitor, and the molecule selection program in
particular, Is to emove the necessity of working within this
assumptlion. Recause a class of molecules has a common skeleton, there
Is reason to helleve that they are homogenenus (with respect to mass
spectronetry processes), Rut thls Is not necessarlly true., Many of
the molecules whose structiires contain the graph common to estrogens
(e.3., the equllenins discussed with Tahle 11 In the Results section)
fal to exhiblit hehavior that 1s characteristic of most estrogens In

the mass spectrometer,

The monitor beplins with the Null Hypothesis that the Initlal set M
of molecules Is homogeneous with respect to all the relevant processes
glven as Input, With the process selectlon program i. finds plauslihle

D ‘ocesses that roughly characterize the whale class of molecules., it

11




attempts to conflirm the bypotheslis hy findlin~ the subclass S of

molecules that are well=hehaved for those pricesses. If this sudclass

S Is the same as the Inltlal set M, then the assumption of homogenelty
Is taken to he true, In that case, there Is no proper suhset to he

separated,

When the subclass S Is dlifferent. from the startliag class M, however,
the program loops hack to process selection as shown In Flgure 2.

This figure shows the procedure for producling one homogeneous suhclass

of mniecules (and the characteristic processves for the subclass); this
procedure, rule formation, Is Itself used repeatedly In the main

program as shown In Flgure 1.

The Inputs to the rule formation procedure are (2) the set PP nf
relevant processes and statistics for them, viz., the output of INTSUM,
and (k) a class M' of molecules, where M' |Is Initially the same as the
entlre class of molecules, M, given to INTSUM, M' Is used to keep

track of the hest reflnement of M so far.

The process selectlion program selects a set of processes P from RP In
the manner described ahove, P characterlizes the class M', Insofar

as M' can be characterlzed at all, The criteria for characteristlic
process can he made more restrictive If the class Is known to be
homogeneous (e.g., frequency > 95%)., In this case, however, the
loose criteria listed above are used (e.r., frequency > 60%) In

order to allow many exceptlons to the ''characterlistic" processes. l

12




The molecule selection promram selects a suhclass of molecules S,

from %', that are best characterized hy the processes In P. The
subclass S Includes mo.ecules that show evidence for most (85% or

of the processes In P, »nd excludes molecules that are exceptions to
many. Thus S Is at least as well hehaved as M' with respect tc 2,

And since the two measures of selection are not perfectly complementary,
S Is likely to be hatter hehaved than M' with respect to P. (if
molecule selectlion uses less restrictive measures than process
selectlon, then S will he less well hehaved than M' and the procedure

will fall except when the Initfal set of molecules Is homogeneous., )

One Interesting part of the procedure Is that after processes are
selected, ALL of the molecules are reclassiflied with regard to the
numher of times they appear as exceptions to the processes. Thlis Is

shown In Flgure 2: at step 2 of each level all molecules In the

inftial set, M (not M' or §), are tested aralnst the processes. Thus,

a molecule can he excluded at one level (hecause It Is an exception
to too many of the processes at that leve:), but he Included agaln at

another level for a sligshtly Al fferent set of processes,

The condition under which we want the program to stop Is that the
suhclass S of molecules after an lteration Is the same as the class
M' from which the iteration started (condition 1 In Fleure 2), In
other words, under thls condition the program has found an S and a
P such that P characterlizes S (S=M') and $ Is well-hehaved with

respect to P, The subclass S Is taken to he homoreneous, and the




processes In P can be taken to he mass spectrometry rules for

molecules In S,

The refinement level in Figure 2 I¢ the numher of times the nrocedure
has heen invoked In trying to flnd one homogeneous suhclass of
molectles. The second of the stopping condlitlons tests whether the
refinement level Is equal to an arbltrary maximum, which Is currently
3. This condition Is necessary to avold an Infinite loop In the case
where the program can flnd no subclass S that Is homogeneous with
respect to P, The level 3 has heen ohserved to produce falrly
acceptable results: after threes Iterations through this loop, the

subclass S Is about as reflned as It will get, After more Iterations

the nrocedure appears to osclllate |, that molecules added to $ In I
one lteration are subtracted from S In a later lteratlion. Our

experlence Is very limlited. Recause there Is no guarantee that the
procedure converges, however, some stopping condlition 1itke the |

maximum refinement level |s necessary.

The last stoppling condltion shown In Flgure 2 tests whether there are
enourh molecules In the suhclass to warrant further refinement, 1€
there are fewer tkan an arbitrary minimum number (=3) of molecules In
S, then further refinements wll] he unreliahle, This minimum Is not
completely arbltrary, since It depends to some extent on the frequency
measures used In process and molecule selection, But, Iintultively,

when the number of molecules In S Is small there Is little value In

hreaking S up Into subclasses anyway.




As shown In the overall flow dlagram, Flgure 1, after the first major

subclass (S) has heen deflned, all molecules In S are removed from
any further conslideration hy suhtracting them from M, The entlre
procedure is then repeated with the new M, It stops only vhen there
are so few molecules left In M (3 or fewer) that process selectlon s

unreliable and molecule selectlion appears polintless,

The output of the whole progzram now Is merely the collected set of
outputs from all Iterations, viz., thr collected S,P palrs, as shown
In Flgure 2, Future work will focus on automatically reneralizing
the descriptions of the molecules. This Is now done hy hand, except
when the Inftlal class M Is homogeneous - then the generallzed

description Is the common graph structure,

RESULTS

The INTSUM program alone has already provided useful new results for
chemists, as reported In the chemlical literature (4), The process
selection prorram, workling with output from INTSUM (but wlthout
molecule selectlion), has successfully found sets of characterlstic
processes for a well-understood class of molecules (estrorens,

Figure 3) and for classes whose hel avior Is sti1l under Investigation
(e.r., equllenins, progesterones, & Ino aclds), Far 47 estrogens,
which were assumed hy hoth an expert and the program to he In one
class, rules found hy the prorram agree closely with rules formed by

the expert from the same data. (This result Is not shown In a table,




but the comparison with the expert's ruies looks much 11ke that shown

in Table 1.) FExpert chemlsts have made suezeestlons for Improvements,
hut were generally In arreement with the processes selected hy the

program,

The rule formatlion program with molecule selectlion has been tested on
several sets of molecules. The results of runnine the program on a
set of 15 estropens (a suhset of the 47 mentloned ahove) are shown

In Tahle I, The program separated two of the 15 compounds Into a

second class hecause they were not as well hehaved as the rest - they

were exceptlons to about 203 of the characterlistic processes. However,

the chemist thought the separation was reasonable., The processes

selected Ly the program are shown with Indicatlions of the discrepancies

hetween the program's cholces and the chemist's. The discrepancles
mostly arose from the program's applylng nifferent criteria to select
one process from viahle alternatives. Tahle 1} shows the success of
the molecule separatlion part of the prorsram when rule formatlion was
done on data from 19 non-homogeneous estrorenlc sterolds, The major
subclass of chemical Interest '- i{ne set of § equllenins which are
ldenti1fled hy common modlflcatlons to the skeleton shown In Flpure 3,
The structural properties were not use- by the program although the
chemist Ald classify the compounds hy such features. Ry selecting
well-hehaved subclasses of molecules the program grouped four or flve
"equilenins" (molecules #4, 8, 10, 19) and ,'1 three "3-acetates"
(43, 11, 18) In the flrst suhclass. “The fifth aqullenin (#2) was

removed from that subclass on the last refilnementL because It was an

16




exception to 3 of 9 characteristic processes used to determine the

subclass,

In the third lteratlon shown In Table Il, the program grouped three

of the chemist's four "3-henzoates" torether (molecules #12, 13, 14),

In the fourth Iteration It grouped together the chemist's two
"dlacetates" and one "trlacetate" (nolecules #9, 15, 16), Two iterations
produced suhclasses with anly two members = when put together they
encompass two ''17-acetates" (#1, 17), one "17-henzoate", and one
"gamma-lactone'" (#5). The two molecules remalnineg unclassifled at

the end of the procedure were the last "equilenin" (molecule #2) and

the last "3-benzoate" (#6),

CONCLUSIONS

Bullding an Infoarmatlion prncessin: model of sclentiflec reasonlng In
mass spectrometry, although not completed, has already led to
Interesting and useful results. The model Incorporates heuristle
search In proc~ss selectlon, The procedure for selectineg molecules
can he thought of as a planning procedure insofar as It reduces the
prohlem of formulating rules for a class of diverse molecules to a
number of smaller subprobhlems, viz,, formulating rules for smaller
classes of well=-hehaved molecules, How~ver, the molecule selectlon
procedure Is highly dependent on process selection, as descrihed in

detail,

T




The Incompleteness of the precoram as a model of the entlre rule

formatlon procedure should he readlly apparent. We have not
descrlhed anythlng (hat approximates confrontatlon of rules with naw
data, for example., B8ut as the results sectlon Indicates, the program
can separate subclasses of well-hehaved molecules and can flnd
characterlstlic processes for the subclasses with snough accuracy (on
a few examples) to maln prellminary ace :rtance by an expert In the

fleld,
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Flgure 1, OVERALL FLOW OF PULE FORMATION EROGRAM

INPUT: List of “olecule - Data Palrs

|
PROGI.EM:  INTSUM - Data !nterpretation and Summary

---------------------- > Llst of Molacules, M,
List of Relevant Processes, RP, with
Summary Statlstlcs for Fach Process
|
I
PRORRAM: Pule Formatlon+
|
|
Set of Characterlstlic Processes, P (P¢(C RP).
Class of Vell-Rehaved Molecules, S (S¢<c M).
|

I
SUBTRACTION STEP: Remove a i Molecules In S
from M,

|
STOPPINR CONDITION: M contalns 3 or Fewer
Molecules,
|
| Yes

|
STOP
OUTPUT = A1l S=-P palrs found,

|
I
!
|
I
I
I
I
I
I
I
l
I
I
!
!
I

* NDetalls In Flgure 2,




Figure 2,

DETAILS OF INTERACTION RETWEEN PROCFESS SFELECTION AND
MOLECULE SELECTIONM IN THF RULE FORMATION PROGRAM

INITIALIZE: Refinement Level = 0
M = Orlginal class of molecules,
MY = M,
RP = Relevant processes (from INTSUM) including
evidence and statlstics for the processes.
|
|
INPUT: M', PP
|
|
-=> SUP=-PROGRAM: Process Selection (using the null hvpothestis that
all molecules can he characterized by the same set
of processes)
|
Set of processes, P, that are characteristic of
M' (PCRP)
:
SUR=-PROGRAM: Molecule Selectior
|
Subclass of Molecules, S, selected from M such that
every molecule In $ Is well-hehtaved with respect to
the processes in P
|
|
Increment Refinement Level
|
|
Test for Stopping Condltions:
1. S =M', or
2. Reflnement level = %, or sTOP,
3., Fewer than 3 molecules In S > OUTPUT = S,P
|
| NO
|

|
--- SURCLASS REFINEMENT: QReset M' to S (M'




Flgure 3.

GRAPH STRUCTURE NF THF FSTPOGFEN SKELETONM
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TABLE 1.
PROCESSES SELECTID FOR 15 ESTROGENS
BELIEVED TO BE IN ONE WELL-BEHAVED CLASS
£ OF ALL DATA
PROCESS LABFL® PICTORIAL DESCRIFTION POINTS EXPLAINED
] i (0 22%
1 -
2. BRK2L/19L 5(:; 3 1h'$
(preferred over
BRKTL and BRK2L/181)
3. BRK6L or BRK2L/1T. (ﬁ] 11%
L. BRAOOL 81
F
S. bnKlLL or BRK1SL 6
i
6. BR¥1TL 5%
7. BRK2L/10L ug
(prererred over
BRK1AL)
8. BRKLL 3%

-
9. EBKSL or BRK1L | s
49
10. BRXIOL/15H or BRY H/20L _] 2%
or BRELI/19L .,[
&

® The underlined pricesses are those selected by an expert chemist on the basis of data from 4T vell-tehaved
estrogens, including these 15.




-

11.

12.

13.

1L,

15.

PROCESS LARFL®

BRX11L

BRK2L/11L
lprererred over

BRK20L)

BRKSH/10L

BRKSH/12L

BFK12L/15H or
ERK12L/1LH

TABLE I, Page 2

PICTORIAL DESCRIPTION

TOTAI, PERCENT OF DAT/ FXPLAINED

£ OF ALL DATA
POINTS FXPLAINED

1%

1%

8ug

® The underlined procescses are those selected by an expert chemist on the basis of data from L7 vell-behaved
estrogens, I{ncluling these 15, ’

H

ey




TABLE 11

SUMMARY OF STEPS IMN THE RULF FORMATION
PROCENURE WITH 19 ESTROGFNIC STEROINS

Molecules Processes

ITFRATION #1

Inftlal Set: (1,2,3,...,19) = ccceaa-. > BRKD
BRK10OL
RRK11L.
BRK20L
RPK2L/19L
RPKSUB3L/3L
BRKSUR3L/12L

First Refinement: (2,3,4,5,8,10,11,19) ecece-a- > A0

BRK10L
BPKI11L
RPK20L
RPKONC3«1L
BRKSUR3L/2L
p BPKSUB3L/23L
IV RRKSUBI8L/11L

Second Reflnement: (2,3,4,8,10,11,1R8,19)wcceu- > RRKO

BRK10L

RRK11L

RRK20L

BRKOC3+1L/11L

RRKOOC3=1L

/,/’ RRKSUR3L/2L

k. RRKSUB18L/11L

RRKSUB3L/23L

Third Reflnement: (3,4,8,10,11,18,10) ececeaa- > same
= Suhclass 1

ITERATION #2

Inft!al Set (1,2,5,6,7,9,12,13, eccecaa- > BRKN
(- Subclass 1) 14,15,16,17) RRY16L
RRK2L/19L
BRKSUB3L/3L
Third Refinement (5,17  eeecaa-a > BRKD
= Subclass 2 BRK2L/19L
* RRKNC3+1L/8L
RRKOC3«1L /171

BRKOOC17+1L



ITERATION #3

Third Reflinement (11,12,13,14) = ececce-- > BRKDO
s Subclas 3 RRKRT3I«1H
BRRXRT3+1L/3L
RPKSUR3IL/3L

ITERATION #4

Last Refinement: (9,15,16) = eccaaaa > RRK0
= Sizhclass 4 ROKNOC3I+1L

RRKOOC3+1L/6L
BRKONCI#1L/7L
BAKOOC3+1L/8L
BRKOOC3I*1L/16L
BRKOOC3I=»1L/17L
BRKOOC17+1L

ITERATION #5

Last Refinement: (1,77 = eeaeea- > BRKO

= Suhclass 5 BRK6L
RRK7L
RRKSL
RRK10L
RAKI1L
BRK1U4!.
BRK15L
BRK16L
BRK17L
RRK2L/17L
BRRK2L/19L
BRKOOC17+1L
RR¥SUB17L
BRKSUR17L/1L

UNCLASSIFIED MOLECULES (2,6)
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